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Abstract of the contribution: This contribution discusses the CT4 LS on UPF support for multiple slices and proposes a way forward. 
Discussion 
The CT4 LS describes two solutions:
Solution 1

-
SMF maps S-NSSAI, DNN, interface type (N3/N6/N9), etc into a NW instance, and provides the NW instance to UPF

-
UPF maps a single parameter (NW instance) to resource in the UPF, e.g. to a particular transport network 
Solution 2

-
SMF maps S-NSSAI(?), DNN, interface type (N3/N6/N9), etc, to NW instance, and provides both NW instance and S-NSSAI to UPF

-
UPF maps two parameters {NW instance, S-NSSAI} to resource in the UPF, e.g. to a particular transport network
Solution 1 is the solution supported currently in rel-15/16/17, while solution 2 has been proposed as a new option in the CT4’s BEPoP work item. 

It should be noted that S-NSSAI can be sent to UPF already today. However, it is used in UPF only for performance counters related to SA5 requirements, not for selecting resources such as transport networks.
The two solutions are illustrated in the figure below.
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Figure 1: Solutions 1 and 2 described in CT4’s LS
Solution 1 a straightforward, existing solution where SMF maps all relevant parameters into a NW instance, and UPF uses a single parameter for mapping into resources. It works based on existing rel-15/16/17 specifications, and also works for 5GS/EPS IWK, as well as pure EPC deployments.
Solution 2 however has several issues and drawbacks:

A.
It does not improve the possibility to isolate between slices in a UPF. The same isolation is possible also with solution 1. (It can be noted that a single UPF supporting multiple slices will e.g. have a common N4/PFCP IP address for the slices and will thus share certain resources even if other aspects such as UE IP address pools or GTP TEID ranges are kept separate. Sending S-NSSAI to UPF does not change that. Full isolation between slices anyway require separate (virtual) UPFs.)
B.
It is unclear how solution 2 works in case of EPC IWK. With solution 1, the SMF+PGW-C can map to a NW instance using parameters that are relevant for EPC and 5GC respectively. With solution 2, the overall mapping to resource in UPF is different on the 5GC side compared to the EPC side since S-NSSAI is not used by UPF on EPC side, and thus SMF+PGW-C may need a more complex re-mapping when UE moves between EPS and 5GS. Solution 2 is thus a step away from a UPF implementation common for 4G/5G.
C.
Solution 2 is ambiguous. What is the scope of a NW instance relative a S-NSSAI? Will a NW instance be globally unique in a UPF so that it can be shared by several slices, or does it have a local scope applicable only per S-NSSAI? For example, if the same NW instance value is used for two S-NSSAIs, will it refer to the same or different resources in UPF? How should SMF know if the NW instance or the S-NSSAI maps e.g. to a specific transport network? This will create interoperability problems. 
D.
A solution for slicing should allow different slices to either share common resources or use different resources in an NF. This is straightforward in solution 1 since SMF can map to same or different NW instances. However, with solution 2 it is not clear how it works. Due to the ambiguity in bullet C, there are two cases:
o
It seems that the proponents of solution 2 assumes that the NW instance is global in the UPF, and uniquely refers to a resource (e.g. transport network instance) independent of S-NSSAI, the NW instances can be used by SMF to indicate same or different resources for a slice. But if this is the case, why do we then need to use S-NSSAI in UPF at all?
o
If the NW instance is local to a S-NSSAI, i.e. resources are separate even if NW instance is the same, then it is not possible for SMF to indicate that resources should be shared. In this case the UPF needs to have a mapping to determine whether two S-NSSAIs using the same NW instance is supposed to use a shared resource or use different resources. The configuration in SMF and UPF needs to be carefully coordinated which may become quite complex. 
E. 
A main issue with solution 2 is that it is a partial mapping in SMF and partial mapping in UPF. Neither SMF nor UPF has control of how slices are mapped to resources. To make this work, the SMF and UPF have to be carefully configured to ensure that they are aligned. Solution 2 is therefore more complex to manage than solution 1. In the end this may also lead to moving the whole mapping into the UPF, going against the motivation for CP-UP separation.
F. 
The benefits of solution 2 is unclear. The LS only mentions: 


“This solution requires some configuration/logic in the UP function to manage UP resources using the S-NSSAI together with the Network Instance information, and the CP function may then possibly select the Network Instance without considering the S-NSSAI of the PDU session, but it doesn’t require the operator to configure a separate Network Instance for each network slice (e.g. when multiple 5GS slices would be mapped to the same transport slice), and managing UP resources at slice granularity looks natural when network slice is used.”

But as mentioned in bullet E, this actually causes additional complexity in the configuration and is not a simplification. 

G. 
Solution 2 introduces a new option for solving the same problem as solution 1. Since solution 1 is supported in rel-15,16,17, an SMF that implements solution 2 will thus need to support also solution 1 to interwork with rel-15-17 UPFs not supporting solution 2. The same applies for UPFs. This adds implementation complexity and cost for the vendor. An operator that has deployments with SMFs/UPFs that support only solution 1 and SMFs/UPFs that support both solutions 1 and 2 will need to configure the SMFs and UPFs with both types of mapping. This adds O&M complexity and cost for the operator.

To summarize, solution 2 does not enable new functionality compared to solution 1, and seems instead to introduce more ambiguity, configuration complexity and risk for errors and interoperability problems. Why then introduce an extra mechanism?
Proposal

It is proposed to reply to CT4 that solution 1 is sufficient and that solution 2 does not bring benefits. 
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